Computer Assignment 1 - Introduction to R

Rui Li

*Remark.* The purpose of this homework is to introduce you to the basics of **R**: the main software we will use throughout this course. This is a long homework assignment aimed to be a sort of *R Bootcamp*. While it is lengthy, much of this assignment consists of explanations regarding basic things in R.

**Instruction.** Open the **RMarkdown** document with suffix “.rmd” via **RStudio**. Click Knit to create a PDF document (remember to install the necessary packages as described in CA0). The “knit” option can be changed to pdf *or* html (or even Word). When submitting the HW, you **will need to knit to a pdf document and print the output for submission in class**. The html file in the folder has clickable links for the various references below on Latex etc. By removing the results='hide' and fig.keep='none' options in the code chunks, the code outputs and the plots will display in the created file. For more information about **RStudio**, refer to the section **Getting Started**; for more information about **RMarkdown**, refer to [the online tutorial](http://rmarkdown.rstudio.com/lesson-1.html) and [the online manual of knitr](https://yihui.name/knitr/) by Yihui Xie from **RStudio, Inc.**

**Important caveat**: In the past some students have had issues when knitting the file to pdf. If your work does not show up, knit to html or doc (this seems to usually work fine) and print the output. At the end of the day all we need to grade your HW is a paper copy of RMarkdown’s output. Please note that this does NOT mean it is alright to simply turn in a .Rmd file.

**Latex:** If the file does not compile properly in the initial go around you might need to install Latex onto your system. See [Latex installation](https://www.latex-project.org/get/) for details. You might then need to re-install RStudio. Latex is a fantastic framework that everyone in the computational world uses to write technical documents. See [Tex exchange](https://tex.stackexchange.com/questions/1756/why-should-i-use-latex) or [Medium](https://medium.com/@marko_kovic/why-i-write-with-latex-and-why-you-should-too-ba6a764fadf9) article for more details as to why you should use Latex. See [this guide](http://www.docs.is.ed.ac.uk/skills/documents/3722/3722-2014.pdf) for a beginners introduction.

**diagram package**: For displaying some of the pictures in the file we used an R package called diagram. You will need to install this before the file knits properly.

**Please turn off the display of example code chunks (by specifying include=FALSE), complete the exercise code chunks (remember to turn on the eval option), fill in your name and create a PDF document, then print and submit it.**

# Basics in **R**

**R** is an object-oriented language. Hence the “data” we work on are formatted as a particular object that meets some structural requirements. This reflects how we as humans understand data; data can take many forms and look differently depending on what we are observing. Think of a list of test scores. These data are all numeric (real numbers between 0 and 100), and are only one-dimensional. In contrast, a traditional data set with multiple rows and columns is multidimensional, and also is not usually limited to just numerical observations. To understand a data set in R, one should first understand which class of object he/she/they has on hand, and then figure out the applicable operations on it.

In a hierarchical manner, the more advanced classes consist of ingredients from more fundamental classes. Vectors, matrices, lists, and data.frames are the most commonly used fundamental classes in data analysis. So, these next few sections will explain these data types, as well as provide some motivation for why we have them in the first place.

## Vectors and Matrices

A vector is a collection of “data” that share the same type (numeric, character, logic or NULL). A matrix arranges “data” of the *same* type in two dimensions. Note that there doesn’t exist a “scalar” object, which would be treated as a vector of length 1.

### Create a Vector

The concatenation function c( ) can be used to manually create a vector in **R**. When using the c( ) function, numbers are entered as a list with commas between each new entry. For example, x <- c(1, 2) creates a vector and assigns it to the variable x.

To create a vector that repeats times, we can use the replication function rep( , n). For example, a vector of five TRUE’s can be obtained by x <- rep(TRUE, 5).

Finally, we can create a consecutive sequence of numbers using the sequence generating function seq(from = , to = , by = ). Here, the from, to and by arguments specify where the sequence begins, ends, and by how much the sequence increments. For example, the vector can be obtained using x <- seq(2 , 8, 2). A convenient operator is :, which similar to seq and also creates the consecutive sequence with step sizes by or . Try running 1:4 and 4:1.

x <- seq(1,4,1); y <- seq(4,1,-1)  
x0 <- c(1:4); y0 <- c(4:1)  
x;y

## [1] 1 2 3 4

## [1] 4 3 2 1

x0;y0

## [1] 1 2 3 4

## [1] 4 3 2 1

For more information, the commands ?c, ?rep and ?seq access to the online **R** documents for help.

**Exercise 1** Using the c, rep or seq commands, create the following 6 vectors:

x1 = (2, .5, 4, 2);

x2 = (2, .5, 4, 2, 1, 1, 1, 1);

x3 = (1, 0, -1, -2);

x4 = (“Hello”," “,”World“,”!“,”Hello World!");

*Note:* The quotation marks and sometimes the exclamations marks are rendered a little funky in the pdf/html. Just go with it.

**Hint.** For x4, take this opportunity to experiment with the paste function.

x5 = (TRUE, TRUE, NA, FALSE);

**Remark.** Check ?NA and class(NA) to learn more about the missing value object NA. This is not relevant for x5.

x6 = (1, 2, 1, 2, 1, 1, 2, 2).

x1 = c(2,.5,4,2)  
x2 = c(x1, rep(1,4))  
x3 = c(1:-2);   
  
x4 = c("Hello"," ","World","!",paste("Hello"," ","World","!"))  
  
x5 = c(TRUE, TRUE, NA, FALSE)  
x6 = c(rep(1:2,2),rep(1,2),rep(2,2))  
x1; x2; x3; x4; x5; x6

## [1] 2.0 0.5 4.0 2.0

## [1] 2.0 0.5 4.0 2.0 1.0 1.0 1.0 1.0

## [1] 1 0 -1 -2

## [1] "Hello" " " "World" "!"   
## [5] "Hello World !"

## [1] TRUE TRUE NA FALSE

## [1] 1 2 1 2 1 1 2 2

### Create a Matrix

A -by- matrix can be created by the command matrix( , m, n) where the first argument admits a vector with length compatible with the matrix dimensions. For example, x <- matrix(1:4, 2, 2) creates a -by- matrix that arranges the vector (1, 2, 3, 4) by column. To arrange the vector by row, specify the byrow option as follows: x <- matrix(1:4, 2, 2, byrow = TRUE).

The command binding vectors/matrices by row, rbind, and by column, cbind, are also useful. Check **R** documentation for their usages.

**Exercise 2.** Using the matrix and rbind functions, create

To be more precise, first define a set of four vectors corresponding to the rows of the above matrix and then use rbind to make a corresponding matrix. Note: you will need to play around with the deparse.level option in rbind to get the matrix as above. Check out the manual page ?rbind for more information.

a = matrix(1:4,1,4,byrow = TRUE)  
b = matrix(1:-2,1,4,byrow = TRUE)  
c = matrix(c(2,.5,4,2),1,4,byrow = TRUE)  
d = matrix(rep(1,4),1,4,byrow = TRUE)  
X = rbind(a,b,c,d)  
X

## [,1] [,2] [,3] [,4]  
## [1,] 1 2.0 3 4  
## [2,] 1 0.0 -1 -2  
## [3,] 2 0.5 4 2  
## [4,] 1 1.0 1 1

### Indexing

There are a number of ways to extract specific components of a vector.

# First, we'll make a vector (1,2,3,4):  
x <- 1:4  
  
# Here, we grab the values at the first and fourth indices   
# (which happen to be 1 and 4 in this case):  
x[c(1,4)]  
  
# We can also grab the first and fourth values this way:  
x[c(TRUE, FALSE, FALSE, TRUE)]  
  
# Or we can grab all values NOT at the second and third indices:  
x[-c(2,3)]

Another approach uses conditional statements, which leads to the so called “conditional selection” technique as follows.

# Again, we'll define a vector:  
x <- 1:4  
# Observe this componentwise comparison resulting in a logical vector:  
x >= 3   
# Now observe what happens when we use this "logical vector" to index our vector:  
x[x >= 3]   
# We can use & ("and") or | ("or") to get more sophistocated logical statements.  
x[x >=1 & x <=3]

Matrix indexing follows similarly to how we index vectors. Indeed,

# We'll first make a 3x4 matrix with values rangeing from 1 to 12:  
x <- matrix(1:12, 3, 4)  
# This statement returns values that are in the first and third rows,   
# but NOT in the first and fourth columns:  
x[c(1,3),-c(1,4)]  
# This statement returns values in the first and third rows,   
# and any column:  
x[c(TRUE,FALSE,TRUE),]

**Exercise 3.** Consider the matrix X from Exercise 2.

* Make a new vector y1 consisting of all the elements of X which are negative (strictly less than zero). Here you are expected to use a logical statement like the ones we saw in **Exercise 2**.

y1 <- X[X<0]  
y1

## [1] -1 -2

* Make a new vector y2 consisting of all the elements of X which are at strictly positive but less than 2. Again, you should be using a logical statement.

y2 <- X[X>0 & X<2]  
y2

## [1] 1.0 1.0 1.0 0.5 1.0 1.0 1.0

## Lists

A list is a more flexible container of “data” that permits inhomogeneous types. That is, unlike vectors, the values in a list can vary between numeric and non-numeric types. This is useful if you would like to encapsulate a bunch of components in an object. The list function explicitly specifies a list and the combining function c is still applicable. For example,

# We'll make a list with many different types and formats.  
# Text to the left of = specifies the component name:  
x <- list( num = 1:4, # "num =" specifies the name of the first component  
 chac = "hello world!",  
 logic = c(TRUE,FALSE),  
 nu = NULL,  
 mat = matrix(4:1, 2, 2) )   
y <- list( 1234,  
 "world" )  
# We can still use the c() function to combine two lists into one list:  
c(x, y)

To extract the components in a list, one should use double bracket [[ ]] instead of a single bracket. If one has already specified the component names in a list, then the component names can be placed into the bracket directly. For example, x[["logic"]] accesses the third component of x. A more convenient alternative is the command x$logic.

## Data Frames

A data.frame is a container that inherits key attributes from lists and matrices, which allows it to hold types of data that cannot be held in either of these original containers. Data.frames are more flexible in nature, and for this reason they are the most common container used in *R* programming. They permit inhomogeneous data types across columns (components in a list) but forces the components of the list to be vectors of homogeneous length (so as to be columns in a matrix). With the lists that we just learned, we can have inhomogeneous types, but we must be at most one-dimensional. With matrices, we can be multidimensional, but our types must be homogeneous. A data.frame is specifically the type that allows for multidimensional, inhomogeneous data.

Let’s start with a motivating example. The following creates a score table of 3 students, where the first row contains character vectors and the last two rows contain numeric data:

students <- data.frame( id = c("001", "002", "003"), # ids are characters  
 score\_A = c(95, 97, 90), # scores are numericss  
 score\_B = c(80, 75, 84))   
students

To access the score\_A of student 003, one can follow the manner in a matrix: students[3,2], or that in a list: students[[[2]][3], students[["score\_A"]][3] or students$score\_A[3].

**Exercise 4.** Applying the conditional selection technique (see the section “indexing” and do not use the *subset* function), extract the record of student 003 i.e their id number, and their scores in the two tests.

student\_003 = students[students$id=="003",]  
student\_003

## id score\_A score\_B  
## 3 003 90 84

One can also create a matrix or a legitimate list first and then convert it into a data.frame as follows.

# First, we create the matrix:  
scores <- matrix(c(95, 97, 90, 80, 75, 84), 3, 2)  
# Then, we convert the matrix into a data.frame:  
scores <- data.frame(scores)  
# Easy!!  
# Now, let's name the columns  
colnames(scores) <- c("score\_A", "score\_B")  
# and add another column:  
id <- c("001", "002", "003")  
students1 <- cbind(id, scores)  
students2 <- data.frame( list( id = c("001", "002", "003"),  
 score\_A = c(95, 97, 90),  
 score\_B = c(80, 75, 84))   
 )

**Exercise 5.** Create a data.frame object to display the calendar for Jan 2018 as follows. Use what we have learned so far about creating Vectors, Lists, and Matrices, then convert what you have created into a data.frame.

## Sun Mon Tue Wed Thu Fri Sat  
## NY 2 3 4 5 6  
## 7 8 9 10 11 12 13  
## 14 MLK 16 17 18 19 20  
## 21 22 23 24 25 26 27  
## 28 29 30 31   
days <- matrix(0:31,5,7, byrow = TRUE)

## Warning in matrix(0:31, 5, 7, byrow = TRUE): data length [32] is not a sub-  
## multiple or multiple of the number of rows [5]

days[days==0 | days==1 | days==2] = ""  
days[1,2] = "NY"; days[1,3] = "2"  
days[3,2] = "MLK"  
  
Jan2018 <- data.frame(days)  
colnames(Jan2018) <- c("Sun", "Mon", "Tue", "Wed", "Thu", "Fri","Sat")  
  
print(Jan2018,row.names = FALSE)

## Sun Mon Tue Wed Thu Fri Sat  
## NY 2 3 4 5 6  
## 7 8 9 10 11 12 13  
## 14 MLK 16 17 18 19 20  
## 21 22 23 24 25 26 27  
## 28 29 30 31

Ignore the ## symbols this was just so the above acts like a comment in R.

Use 1) The character object " " for the spaces; 2) the option row.names = FALSE in print function.

# Probability and Distributions

This section explores how to create “randomness” in **R** and obtain probabilistic quantities.

## Discrete Random Sampling

Much of the earliest work in probability theory starts with random sampling, *e.g.* from a well-shuffled pack of cards or a well-stirred urn. The sample function applies such procedure to a vector in **R**. Learn more from the **R** documents.

The following exercise means to create a five-fold cross-validating sets, which would be the starting point to assess the performance of a learned machine in, for example, classification errors.

**Challenge Problem (not graded)** iris is a built-in data set in **R**. Check ?iris for more information. This data set has data on 50 flowers each from 3 species of Iris (setosa, versicolor, and virginica). Randomly divide iris into five subsets iris1 to iris5 (without replacement), thus each subset has 30 rows of the iris data and further stratified to iris$Species (namely every subset should have 10 rows from each of the 3 species). **Hint**: One solution to this problem involves first seperating the data by species type, then using the sample function on the indices 1:50. Look up the functions %in% and which for ways to use this to get your subsets.

setosa = iris[iris$Species=="setosa",]  
versicolor = iris[iris$Species=="versicolor",]  
virginica = iris[iris$Species=="virginica",]  
  
I=split(iris, sample(1:5, nrow(iris), replace=T))  
iris1 = I[1]; iris2 = I[2]; iris3 = I[3]; iris4 = I[4]; iris5 = I[5]  
iris.5fold <- list(iris1, iris2, iris3, iris4, iris5)

## Distributions

Needless to say, *R* is a language geared toward statistical analysis, and thus there are many probability distributions that are avaliable as built-in functions. To obtain the density function, cumulative distribution function (CDF), quantile (inverse CDF) and pseudo-random numbers from a specific distribution, one only needs to prefix the distribution name given below by d, p, q and r respectively.

|  |  |  |
| --- | --- | --- |
| **Distributions** | **R Names** | **Key Arguments** |
| Uniform | unif | min, max |
| Normal | norm | mean, sd |
|  | chisq | df, ncp |
| Student’s t | t | df, ncp |
| F | f | df1, df2, ncp |
| Exponential | exp | rate |
| Gamma | gamma | shape, scale |
| Beta | beta | shape1, shape2, ncp |
| Logistic | logis | location, scale |
| Binomial | binom | size, prob |
| Poisson | pois | lambda |
| Geometric | geom | prob |
| Hypergeometric | hyper | m, n, k |
| Negative Binomial | nbinom | size, prob |

Check from their plots.

plot(dnorm, xlim = c(-5, 5)) # bell curve of Normal density  
plot(plogis, xlim = c(-5, 5)) # Logistic/Sigmoid function (CDF of Logistic distribution)

# Appendix A

There are no exercises in this appendix. Its purpose is to provide more information about the topics covered in this assignment. Reading this material is encouraged, but not required.

## Additional material on Lists

With lists, only ONE index, instead of a vector of indices, can be placed into the double bracket! Explore in the following example to see the difference as compared to the single bracket indexing.

![](data:image/png;base64,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)

C11 <- list( C21 = "C21",  
 C22 = "C22",   
 C23 = "C23")  
C26 <- list( C31 = "C31",  
 C32 = "C32")  
C13 <- list( C27 = "C27",  
 C28 = "C28",  
 C29 = "C29")  
C12 <- list( C24 = "C24",  
 C25 = "C25",  
 C26 = C26)  
P <- list( C11 = C11,  
 C12 = C12,  
 C13 = C13)  
  
# subtree rooted at C12  
P[[2]]  
P$C12  
  
# subtree (leaf) rooted at C24  
P[[c(2,1)]]  
P$C12$C24  
  
# subtree rooted at C26  
P[[c(2,3)]]  
P$C12$C26  
  
# subtree (leaf) rooted at C31  
P[[c(2,3,1)]]  
P$C12$C26$C31

## Additional material on Probability Distributions

The following two-sample t-test shows the usages of qt, pt and rnorm. Recall that a two-sample homoscedastic t-test statistic is

$$ \hat{\sigma}^2 = {(n\_X - 1)S\_X^2 + (n\_Y - 1)S\_Y^2 \over n\_X + n\_Y -2}, \quad T = {\bar{X} - \bar{Y} \over \hat{\sigma}\sqrt{ {1 \over n\_X} + {1 \over n\_Y}}} \stackrel{d}{\sim} t\_{n\_X + n\_Y - 2} \text{ under } H\_0:\ \mu\_X = \mu\_Y.$$

twosam <- function(x, y, alpha = 0.05)  
{  
 # It conducts a two-sample homoscedastic t-test on x and y  
 n.x <- length(x); n.y <- length(y)  
 mean.x <- mean(x); mean.y <- mean(y)  
 var.x <- var(x); var.y <- var(y)  
 mean.diff <- mean.x - mean.y  
 df <- n.x + n.y - 2  
 sigma <- ((n.x - 1) \* var.x + (n.y - 1) \* var.y) / df  
 var.diff <- (1/n.x + 1/n.y) \* sigma  
 t <- mean.diff / sqrt(var.diff)  
 t.alpha <- qt(1 - alpha/2, df)  
 output <- list(t = t,  
 df = df,  
 p.value = 2 \* pt(-abs(t), df),  
 confint = c(lower = mean.diff - sqrt(var.diff) \* t.alpha,  
 upper = mean.diff + sqrt(var.diff) \* t.alpha),  
 mu = c(mu.x = mean.x, mu.y = mean.y),  
 sigma = sigma)  
 return(output)  
}  
x1 <- rnorm(40, 0, 1)  
x2 <- rnorm(50, 0, 1)  
x3 <- rnorm(50, 1, 1)  
twosam(x1, x2)  
t.test(x1, x2, var.equal = TRUE)  
twosam(x1, x3)  
t.test(x1, x3, var.equal = TRUE)